
Tiako P.F. (ed) Smart and Sustainable Applications. Chronicle of Computing. OkIP  

© 2024 Oklahoma International Publishing                   https://doi.org/10.55432/978-1-6692-0005-5_10 

53                                  Presented at the 2023 OkIP International Conference 

 on Automated and Intelligent Systems (CAIS)  

in Oklahoma City, OK, USA, and Online, on October 2-5, 2023 

Optimal Transport-based Loss Functions for Machine Learning 

Bernard Kamsu Foguema*, Pierre F. Tiakob, Cheick A. K. A. Kountac 

aUniversity of Toulouse, France 
bTiako University in Oklahoma City, USA 

cUniversity of Science and Technology of Bamako, Maly 

 

ABSTRACT 

This short paper briefly reports the essential facets of the article 

(Kamsu-Foguem & al., 2022) presented and discussed as a Journal 

First paper. The article overviews generative neural networks whose 

loss functions are based on optimal transport with the Wasserstein 

distance. This tool of mathematical origin allows interesting automatic 

learning to be obtained in a reasoning time under Lipschitz 

constraints. As the proposed studies are based on Wasserstein 

Generative Adversarial Networks (WGAN), we conclude this report 

with a short discussion on how WGAN currently supports critical, 

intelligent applications in our society and nearly all industry sectors.  
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I. INTRODUCTION 

This Optimal transport defines a set of geometric tools with 
interesting properties (comparison and morphism of probability 
measures), making it particularly suitable for solving high-
dimensional artificial learning problems. 

In mathematics and, more specifically, in probability theory 
and statistics, the optimal transport distance (Wasserstein 
distance or Kantorovitch distance) is defined between 
probability measures in a Riemannian space. 

Below, we briefly present an overview of the optimal 
transport theory, which is applied in machine learning, 
particularly for optimizing the loss function with this 
Wasserstein distance during learning. 

II. PROPOSED INNOVATION 

This section provides a brief historical overview of the 
evolution of Wasserstein Generative Adversarial Networks. On 
the one hand, there was the mathematical work of Monge (1781) 
on the search for transport distance at minimum cost and 
Kantorovitch (1942) on the duality of minimization and 
maximization of this cost. On the other hand, he worked in 
scientific computing on the competition of two artificial neural 
networks with the structure of Generative Adversarial Networks 
(GAN) (Goodfellow & al., 2014), including a generator network 
and another discriminator network. 

III. METHODS 

The combination of these mathematical and computational 
approaches by Arjovsky & al. (2017) gave birth to WGAN. This 
combination effectively approximates the minimum cost 
distance at the theoretical level and promotes the stability of 
machine learning at the practical level. Therefore, there has been 
substantial development in variations of WGAN, with various 

applications in machine learning, some for classification and 
others for regression (Peyre & Cuturi, 2019). The conclusion 
section discusses the variety of such innovative applications and 
their impact on our society and primary industries. 

IV. LIMITATIONS 

To improve the understanding of the development of 
WGANs and the relationships between different variants, a 
detailed analysis of the adversarial loss functions of the variants 
was carried out (Kamsu-Foguem & al., 2022). To clarify these 
developments, we have proposed a framework showing this 
temporal evolution with the intersections. 

V. FUTURE WORK 

Understanding the development of Wasserstein Generative 
Adversarial Networks and the relationship between the different 
variants is done through the prism of the loss function, which 
fully reflects it in the proliferation of structures and learning 
applications. The most promising perspectives concern using 
optimal transport to improve transparency, particularly by 
guaranteeing fairness, which is seen as a global sensitivity 
analysis (Bénesse & al. 2022). 

VI. CONCLUSION 

WGAN tools, as presented above in a broad view, are 
currently supporting critical, intelligent applications in our 
society and nearly all industry sectors. The impact of WGAN-
related tools and techniques in machine learning improvement 
is enormous, based on their numerous adoptions and adaptations 
to support these selected few industries. In the medical field, this 
technique can help medical intelligent applications obtain better 
image quality for radiologists to make live-saving decisions 
(Yang & al., 2018; Lei & al., 2021; Skandarani & al., 2023; 
Koohi-Moghadam & al., 2023). In Cybersecurity, the technique 
strengthens intrusion and detection of intelligent applications, 
preventing malicious traffic from penetrating and disrupting 
critical network and system infrastructures. (Wang & Wang, 
2019; Chauhan & al. 2021; Vo & al., 2024). Mechanical 
equipment diagnosis for fault detection and prevention can 
effectively diminish catastrophic failures and significant 
economic losses. Several works of WGAN-related tools (Liu & 
al., 2020; Li & al., 2022; Zhan & al., 2022) have significantly 
contributed to the subject. The oil, gas, and energy industries 
support millions of jobs all over the globe, provide lower energy 
costs for consumers, and ensure our energy security. The 
economic benefits of this industry worldwide are huge. The 
technics discussed in this paper have heavily contributed to the 
oil, gas, and energy industry, particularly during the exploration 
phase using seismic inversion smart applications (Wang & al., 
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2022) or to help improve renewable energy usage (Ma & al., 
2023). 
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